
 key insights
 ˽ Attempts to mathematically formalize 

fairness reveal seemingly reasonable 
definitions of fairness can be mutually 
incompatible.

 ˽ In some contexts, mathematical or 
philosophical arguments can be made to 
relax or prioritize particular constraints.

 ˽ In others, recognizing limitations 
inherent to fairness measures offers 
the opportunity to explicitly reconsider 
the broader contexts in which predictive 
systems are deployed.

T H ER E I S  GROW I NG interest in using algorithms to 
make fair decisions. However, recent results prove that 
different notions of fairness cannot be simultaneously 
satisfied.10,25 In this article, we explain and explore 
the consequences of these impossibility results. 
The literature contains a variety of responses. Some 
propose technical relaxations or reformulations 
that admit solutions, others argue to prioritize some 
measures of fairness at the expense of others, and still 
others hold that formal impossibility results should 

force us to re-examine the broader con-
texts within which algorithms are de-
ployed. Here, we survey these responses 
and discuss their implications for the 
use of algorithms in decision making.

We are constantly faced with deci-
sions in our daily lives. Some appear 
fairly inconsequential: an ad shown 
before the next video you watch or the 
sequence of posts on your social media 
feed. Others can change our lives—for 
example, whether we get a certain job 
or are approved for a loan. Algorithms 
play a growing role in these types of 
decisions. In response, a nascent field 
has formed, bridging disciplines such 
as computer science, economics, soci-
ology, and legal studies in an effort to 
understand the impact of algorithmic 
decision making on society.34

One key area within this field consid-
ers fair decision making. When algo-
rithms are used to make or assist with 
consequential decisions, how do we 
ensure that they do so fairly? This ques-
tion is particularly salient when it comes 
to machine learning and other data-
driven tools, where we might expect al-
gorithms trained on data produced by 
humans to inherit the same biased and 
discriminatory behavior that humans 
exhibit. Researchers and practitioners 
have begun developing tools to address 
concerns over these behaviors, often us-
ing phrases like “algorithmic fairness” 
or “fairness in machine learning” to de-
scribe their efforts.

A key challenge to this work is the 
ambiguity behind the word “fair.” It 
has no precise meaning, nor does soci-
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ety necessarily agree on what it entails. 
For example, in higher education, some 
consider affirmative action to be the 
only way to ensure fairness, while oth-
ers believe affirmative action to be in-
herently unfair. Still, despite the lack of 
clarity on exactly what constitutes fair 
decision making, we might hope to im-
pose some basic standards on the algo-
rithms we build to ensure they respect 
intuitive tenets of fairness. If we could at 
least agree on some minimal standards 
for fair decision making, then we could 
develop algorithms that comport with 
our consensus views, even if they do not 
completely resolve our normative dis-
agreements.

Defining basic standards or guard-
rails by which algorithms should abide 
has become a common approach in the 
literature—for example Dwork et al.16 
and Hardt et al.21 Much of the work in 
this vein seeks to formally specify a mea-
surement that captures some notion of 
fairness and develop algorithms that 
are fair according to this measurement. 

For example, early work by Dwork et al.16 
considered the principle that similar in-
dividuals ought to be treated similarly 
and operationalized it through an algo-
rithmic framework. Others have devel-
oped techniques to mitigate disparities 
in predictive performance measured 
across demographic groups.21 We com-
monly refer to this idea, comparing 
measures of performance disaggregat-
ed by demographic groups, as “group 
fairness,” and it will be the primary fo-
cus of this article.

Metrics that aim to capture ele-
ments of fair decision making are nec-
essarily incomplete. Normative beliefs 
about fairness are far too complex and 
nuanced to encode in coarse math-
ematical constraints. Moreover, they 
operate under incomplete informa-
tion: Data fails to encode much of the 
important context—such as mitigat-
ing circumstances, access to opportu-
nity, and intent—that guides our intu-
itions about fairness. Many proposed 
measures in the literature require ag-

gregating over broad, heterogeneous 
swathes of the population, potentially 
ignoring harms experienced at an indi-
vidual level. Perhaps more worryingly, 
as Powles and Nissenbaum33 argue, a 
focus on technical formulations of fair-
ness may obscure broader ethical and 
social concerns; a slightly fairer way of 
engaging in an unethical activity is still 
unethical. As we will see, many schol-
ars contend that the types of reforms 
suggested by algorithmic fairness are 
insufficient to bring about substantive 
change, which requires a reconsidera-
tion of the social systems within which 
algorithms operate.13,18

And yet, we still use algorithms in 
impactful decisions, and in such cases, 
we have an interest in detecting and 
preventing normatively undesirable be-
havior, even if we cannot hope to resolve 
ethical challenges through technical 
means alone. Abebe et al.1 describe the 
“diagnostic” role that measurement 
can have in such contexts. Rather than 
attempting to certify algorithms as af-
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firmatively fair, we might instead de-
velop measures to detect when they be-
have in normatively undesirable ways. 
Put simply, while we cannot hope to 
quantify fairness, we could at least de-
tect egregious instances of unfairness. 
And to that end, so-called fairness met-
rics can be useful insofar as they can 
alert us to (and possibly mitigate) prob-
lematic behavior.

Algorithmic fairness: A diagnostic 
baseline? This suggests, then, that one 
goal of the algorithmic fairness com-
munity should be to produce a suite of 
diagnostic tools that detect undesirable 
behaviors in algorithms. Indeed, several 
such toolkits are publicly available from 
companies such as IBM, Microsoft, and 
Google. Of course, no such toolkit can 
be complete; each application and do-
main will have its own idiosyncrasies, 
requiring more nuance than simply 
running a suite of predefined tests. But 
perhaps a toolkit could provide at least 
a baseline, or a minimum standard to 
which algorithms can be held.

Unfortunately, recent results tell 
us that even this is too much to hope 
for: Even simple, intuitive measures 
of fairness cannot be simultaneously 
achieved.10,25 If we use these measures 
to detect problematic behavior, our al-
gorithms will always appear problem-
atic according to at least one of them. 
Thus, any attempt to create a context-
agnostic baseline for fair algorithmic 
decision-making will fail simply be-
cause any algorithm is doomed to vio-
late our intuitive norms. Moreover, it is 
important to note that these results are 
mathematical, as opposed to computa-
tional, in nature. It is not a question of 
computational hardness, but rather one 
of mathematical impossibility. Con-
sequently, these theorems apply to all 
decision-making processes, whether al-
gorithmic or human.

What, then, can we do to promote 
fair decision making? This article will 
explore the consequences of these im-
possibility results. First, we present the 
impossibility theorems in the context 
of risk-assessment tools in the criminal 
justice system, where they were initially 
formalized. Next, we survey extensions 
of these results throughout the comput-
er science literature, including further 
impossibility theorems and relaxations 
that admit algorithmic solutions. We 
then consider proposals to navigate the 

trade-offs present in these theorems, 
spanning a variety of disciplines, in-
cluding computer science, philosophy, 
and legal studies. Then, we discuss ar-
guments that impossibility theorems 
should point us toward changes in the 
broader contexts in which algorithms 
are deployed, including their objectives 
and how they are used.

Impossibility Theorems for 
Fair Decision Making
In May 2016, the news outlet ProPublica 
published a widely circulated article 
claiming to have uncovered racial bias 
in an algorithm used in the criminal 
justice system.3 The algorithm in ques-
tion, Correctional Offender Manage-
ment Profiling for Alternative Sanctions 
(COMPAS), was developed by a firm 
called Northpointe, Inc. (now Equivant). 
COMPAS was deployed in pre-trial hear-
ings to help judges decide whether to 
release defendants on bail or incarcer-
ate them until their trials. Based on a 
defendant’s responses to a survey, COM-
PAS was designed to predict several out-
comes, including the likelihood that, if 
released, the defendant would engage 
in new criminal activity and fail to ap-
pear for subsequent court dates. COM-
PAS assigned scores between 1 and 10 
to defendants for each outcome, where 
1 signified the lowest likelihood and 10 
signified the highest.

Obtaining data from Broward 
County, FL, journalists attempted to 
determine whether the predictions 
matched future outcomes and whether 
they exhibited racial bias. The most sa-
lient and widely cited aspects of their 
analysis centered around predictions 
of recidivism, or whether a defendant 
would be arrested for new criminal 
activity. Angwin et al.3 discovered wor-
rying disparities in the rates at which 
COMPAS made different types of er-
rors for white and Black defendants. 
Of those who ultimately were not re-
arrested, Black defendants were given 
significantly higher scores than their 
white counterparts. We can think of 
these higher scores as akin to a higher 
false positive or Type 1 error rate for 
Black defendants. The same trend held 
for false negatives: Black defendants 
who went on to be re-arrested were 
still given significantly higher scores 
than analogous white defendants. Pro-
Publica’s findings seemed damning. 

When algorithms 
are used to make 
or assist with 
consequential 
decisions,  
how do we ensure 
they do so fairly?

90    COMMUNICATIONS OF THE ACM   |   JANUARY 2024  |   VOL.  67  |   NO.  1



research

to white defendants. Intuitively, this 
feels problematic; given that a defen-
dant will (or will not) go on to recidivate, 
the algorithm’s prediction of their risk 
should not depend on race. This sug-
gests that normatively, we believe a risk-
assessment algorithm should satisfy the 
following properties:

 ˲ S.1: Balance for the negative class—
Conditioned on belonging to the nega-
tive class, white and Black defendants 
have similar scores.

 ˲ S.2: Balance for the positive class—
Conditioned on belonging to the posi-
tive class, white and Black defendants 
have similar scores.

The problem, according to ProPubli-
ca, was that COMPAS did not respect 
these intuitive definitions of fairness. 
Northpointe, on the other hand, did 
not share this conception of fairness. 
Instead, it focused on whether COMPAS 
had similar predictive power for defen-
dants of different racial groups. While 
its analyses considered a variety of sta-
tistical techniques, they all rested on a 
basic property: Conditioned on a predic-
tion, the defendant’s race provides no 
further information about the outcome 
of interest.14 Often known as sufficiency 
or calibration, this property requires 
that predicted probabilities accurately 
reflect true outcomes:

 ˲ S.3: Calibration within groups—For 
each group and each predicted prob-
ability p, of the individuals who are in 
that group and assigned a prediction of 
p, a p fraction of them belong to the posi-
tive class.

In other words, calibration requires 
that predictions are statistically honest. 
Of the defendants assigned a predicted 
risk of, say, 15%, we can conclude that 
(roughly) 15% of these defendants be-
long to the positive class. And moreover, 
this holds regardless of race. Predic-
tions of 15% can’t mean 17% for white 
defendants and 13% for Black defen-
dants; they must mean 15% for each ra-
cial group.

With these three statements, we 
can formalize the debate: ProPublica 
argued that COMPAS violated S.1 and 
S.2, while Northpointe’s analysis relied 
on the fact that COMPAS satisfied S.3. 
At first glance, these statements may 
appear unremarkable, uncontroversial, 
and perhaps unrelated. But in fact, they 
allow us to get at heart of the COMPAS 
controversy through the following theo-

According to the analysis, COMPAS 
assigned unjustifiably higher scores to 
Black defendants, which appeared to 
be clear evidence of racial bias. Facing 
mounting public scrutiny, Northpointe 
issued a formal response that claimed 
to refute ProPublica’s claims.14 North-
pointe’s analysis claimed that the mea-
sures that ProPublica had used (error 
rates for Black and white defendants) 
were the wrong ones; instead, North-
pointe set out to show that COMPAS 
exhibited “accuracy equity” and “pre-
dictive parity.”14 Others in the actuarial 
risk community concurred, claiming to 
provide a “correct analysis” countering 
ProPublica’s claims.17 And while these 
two reports took issue with ProPubli-
ca’s methodology, the basic contention 
still held: Whether or not they were ar-
rested for subsequent crimes, Black 
defendants received higher scores than 
white defendants. The debate centered 
not on the facts or the data, but on the 
“right” way to measure racial bias in 
risk assessment.

As this debate continued, my co-
authors and I sought to formalize these 
competing claims in a common mathe-
matical framework in order to compare 
them.25 In our framework, we consider 
a classification setting, where each in-
dividual belongs to either the positive 
class or the negative class (for example, 
recidivists and non-recidivists), and the 
goal of the risk assessment tool is to pre-
dict the likelihood that an individual is 
in the positive class. In the simplest ver-
sion of the framework, each individual 
belongs to one of two groups. In the case 
of COMPAS, these groups would corre-
spond to white and Black defendants. 
And finally, each individual comes with 
some feature vector σ providing infor-
mation with which the risk assessment 
tool makes its predictions. We assume 
the risk assessment tool outputs the pre-
dicted probability p that each individual 
belongs to the positive class.a

In this framework, ProPublica’s find-
ings could be generalized as follows: 
Conditioned on belonging to the nega-
tive (or positive) class, COMPAS assigned 
higher scores to Black defendants than 

a While COMPAS simply produced a number 
between 1 and 10, these can be converted to 
probabilities by simply taking the fraction 
of defendants with each score who are in the 
positive class.

rem, which my co-authors and I proved 
in Kleinberg et al.25

Theorem 2.1. Unless one of the fol-
lowing conditions holds, statements 
S.1, S.2, and S.3 cannot simultaneously 
hold.25

 ˲ The individuals can be perfectly 
classified into the positive and negative 
classes (that is, the feature vectors σ con-
vey perfect information).

 ˲ The fraction of individuals in the 
positive class is the same in both groups.

In other words, unless a predictor is 
perfect or two demographic groups have 
equal base rates (where the base rate is 
the fraction of individuals in the group 
who belong to the positive class), at least 
one of S.1, S.2, or S.3 must be violated. 
In concurrent work, Chouldechova10 
proved a similar result in a binary clas-
sification setting. This result also holds 
approximately: If statements S.1, S.2, 
and S.3 hold approximately, then the da-
taset must either admit approximately 
perfect prediction, or the fraction of 
individuals in the positive class must 
be approximately the same in the two 
groups. As one might expect, even ap-
proximately perfect classification is im-
possible in this setting; Northpointe’s 
own analysis of the data released by Pro-
Publica data reports an AUC of approxi-
mately 0.7.14 And in that same data, the 
base rates of measured recidivism differ 
between white and Black defendants, a 
point highlighted by Dieterich et al.14

These results offer an explanation, 
though not necessarily a resolution, of 
the story. In light of Theorem 2.1, COM-
PAS could not have satisfied all of these 
conditions. Given that Northpointe 
made predictions that were relatively 
well calibrated within each racial group 
(consistent with the existing standards 
of the actuarial risk community), it 
could not simultaneously equalize error 
rates, leading to the disparities that Pro-
Publica pointed out. On the other hand, 
some of the authors of the original Pro-
Publica article countered that error-rate 
disparities could be reduced “if the al-
gorithms focus on the fairness of out-
comes,” suggesting that Northpointe’s 
choice to prioritize calibration was just 
that—a choice.2

And while it might be tempting 
to view Theorem 2.1 as an argument 
against the use of algorithmic risk pre-
diction altogether in the criminal jus-
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ations cannot circumvent the underly-
ing tensions, but they can help us better 
understand exactly what our normative 
goals are and how we might approxi-
mate them, even as they remain out of 
reach. For example, Reich and Vijayku-
mar36 consider a two-step decision pro-
cess (like Rambachan et al.35), where an 
algorithm provides a continuous out-
put to which a human decision maker 
applies a threshold. They show that it 
is possible for the algorithm to be well 
calibrated (satisfying S.3) while enforc-
ing that the overall “thresholded” deci-
sions result in equal error rates across 
demographic groups (satisfying S.1 and 
S.2). While this requires that the hu-
man decision maker behave as simply 
a threshold function, which may not 
be admissible in practice,b it probes at 
the question of why, and at what stage 
in the decision-making process, we may 
want calibration in the first place. The 
two-stage decision model lends itself 
to further relaxations in which a clas-
sifier is given the option to defer deci-
sions. Madras et al.29 and Canetti et al.8 
consider models where the goal is to 
design a binary classifier that satisfies 
some definition of fairness across dif-
ferent groups, but the classifier may de-
fer some decisions to a human decision 
maker. Formally, in addition to output-
ting 0 and 1 (corresponding to the nega-
tive and positive classes respectively), 
the classifier may also output ⊥, mean-
ing the decision will pass to a human. 
In these models, it is theoretically pos-
sible to design classifiers that satisfy 
any combination of desired criteria on 
the subset of data for which they do 
not output ⊥, bypassing impossibility 
theorems. To understand why, recall 
from Theorem 2.1 that all three criteria 
can hold when the fraction of individu-
als in the positive class is the same in 
both groups. Suppose that the classifier 
could identify a subset of the instances 
such that both groups the same frac-
tion of individuals in the positive class. 
Then, a classifier applied to this subset 
(that is, outputting ⊥ for all other indi-
viduals) could satisfy the three criteria 
S.1, S.2, and S.3. Of course, achieving 
this may be technically challenging, as 
studies show.8,29 Moreover, while the 
classifiers themselves may bypass im-

b See, for example, Loomis v. Wisconsin, 881 N.W. 
2d 749 (Wis. 2016).

other. Corbett-Davies and Goel11 show 
that efforts to achieve classification par-
ity—a set of properties including S.1 and 
S.2—are hampered by legal and norma-
tive pressures toward anti-classification 
or directly relying on demographic attri-
butes in decision making. Similarly, Na-
rayanan31 and Berk et al.6 define several 
of measures of fairness based on the 
standard two-by-two confusion matrix 
and prove that various combinations of 
these measures conflict with one anoth-
er. Even for mutually compatible mea-
sures, Pleiss et al.32 show that achiev-
ing them in practice requires strictly 
degrading performance for one demo-
graphic group while failing to improve 
outcomes for any others, effectively re-
quiring Pareto-suboptimality.

Other work has sought to investigate 
tensions between different notions of 
fairness beyond the binary decision-
making context. One such context is rep-
resentation learning, where one seeks to 
learn a representation Z for a dataset X 
such that Z contains as much predic-
tive information as possible about out-
comes of interest Y while minimizing 
information about a demographic attri-
bute A. Thus, regardless of how a down-
stream decision maker uses Z, the lack 
of information about A will guarantee 
that any predictions made from Z will 
behave similarly across demographic 
groups. In this setting, Lechner et al.26 
show it is impossible to construct such 
a representation Z in a task-independent 
way; representations must inherently be 
sensitive to the task and data distribu-
tion at hand.

Another important context for fair 
decision making is resource allocation, 
where a decision maker must determine 
how to fairly distribute scarce resources. 
Using measures of fairness such as S.1 
and S.2, multiple studies have pointed 
out both theoretical and empirical 
trade-offs between equity and utility in 
resource allocation.15,22 Conceptually, 
these works highlight the tension be-
tween concentrating resources toward 
those most likely to be in need and en-
suring that resources are available to all.

Searching for relaxations. While 
these further impossibility results have 
expanded our understanding of what 
cannot be done, other studies have 
sought to find relaxations that achieve 
some middle ground between compet-
ing measures. Of course, these relax-

tice system, the impossibility is math-
ematical, not computational, in nature. 
According to Theorem 2.1, no decision 
maker, algorithmic or otherwise, can 
avoid violating at least one of these three 
conditions. The problem lies not with al-
gorithmic risk prediction, but with the 
very act of predicting risk.

Risk prediction in the criminal jus-
tice system was central to the ProPublica 
story, providing a clear, intuitive exam-
ple of how fairness is normatively desir-
able. But these impossibility theorems 
apply beyond the criminal justice con-
text. For decision-support algorithms 
used in domains such as employment, 
housing, and financial services,5 these 
same theorems apply. Attempting to 
predict qualification for employment, 
housing, or creditworthiness across 
populations with different distribu-
tions will lead to either miscalibration 
(violating S.3) or error-rate disparities 
(violating S.1 or S.2). While the remain-
der of this article will primarily discuss 
risk prediction in the criminal justice 
system, similar concerns arise in these 
other domains as well.

In the years that have followed these 
impossibility theorems, scholars and 
practitioners have built on them in sev-
eral directions, which we examine here. 
We begin by considering some of the 
technical extensions of this work, in-
cluding further impossibility theorems 
and technical formulations that seek to 
find a middle ground in these trade-offs. 
Next, we discuss the practical implica-
tions of these results. The difference 
in perspectives from ProPublica and 
Northpointe previews the wide range of 
responses that various researchers and 
communities offered to the inherent 
conflict between seemingly desirable 
normative goals. Then we will consider 
some of these responses and discuss 
their implications for algorithmic deci-
sion making in practice.

Extending the Results
Further impossibility. Theorem 2.1 dem-
onstrates the impossibility of simulta-
neously satisfying multiple constraints 
that appear normatively desirable. Of 
course, these are not the only criteria 
that we may want to enforce algorithmi-
cally. One line of work has seen scholars 
formulate other desirable properties in 
a variety of contexts and similarly show 
that these properties conflict with each 
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interested in accuracy may focus on cali-
bration, while a decision subject may be 
concerned with being wrongly labeled 
high risk, or the false positive rate. Here, 
we survey and discuss responses from 
the academic literature and beyond.

A focus on maintaining calibration. 
The actuarial risk community has pri-
marily settled on calibration as a re-
quirement for risk assessment tools.14,17 
In this view, the goal of a tool is to pro-
vide accurate information to a human 
decision maker, not to try to correct for 
injustices that have led to observed dis-
parities between demographic groups 
and the resulting error-rate differenc-
es.18 Moreover, some practitioners and 
scholars contend that calibration is not 
just an end in itself, but also a necessary 
condition for other important measures 
of fairness. Drawing upon standards 
for educational testing laid out by the 
American Psychological Association, 
Skeem and Lowenkamp38 emphasize 
the importance of properties such as ac-
curacy equity (that is, whether a predic-
tor’s accuracy is similar when measured 
across different demographic groups), 
which are not well defined for poorly cal-
ibrated predictors. In fact, prioritizing 
calibration to ensure accuracy equity is 
a common theme across responses to 
the ProPublica article from the actuarial 
risk community.14,17,38

Another argument against using 
error-rate disparities to measure fair-
ness comes from infra-marginality, 
as Corbett-Davies and Goel11 argue. In 
this view, our understanding of fair-
ness should depend on what happens 
at the margin, where small changes in 
the decision rule or policy would change 
outcomes. For example, if a decision 
maker applies a threshold to a calibrat-
ed continuous risk score (including, 
perhaps, the “true” risk distribution), 
then individuals whose scores fall near 
the threshold would be at the margin. 
Measures of error rates (such as S.1 and 
S.2), however, are sensitive to changes 
far from the margin. For example, dra-
matically increasing the number of 
high-risk individuals may change the 
false positive rate, even though the deci-
sion rule itself has not changed. Corbett-
Davies and Goel11 argue that this makes 
error-rate disparities a poor indicator of 
unfairness. Instead, they advocate for a 
utility-based framework that accounts 
for the costs and benefits of various ac-

possibility theorems by only acting on 
a subset of the data, the overall deci-
sion process (including the human de-
cision maker to whom some decisions 
are deferred) must still be subject to the 
original impossibility theorems. An-
other relaxation approach is to view the 
trade-offs between fairness criteria as a 
multi-objective optimization problem. 
Several authors take this view, provid-
ing both theoretical and empirical re-
sults on managing trade-offs.9,19 Efforts 
like these enable us to trace out Pareto-
curves between different criteria, pro-
viding a richer picture of the tensions 
between them.

A further direction involves ques-
tioning the accuracy of the underlying 
data on which a model is evaluated. In 
this view, the data-generating process 
may be biased, meaning accuracy and 
fairness with respect to the observed 
data do not imply the same with respect 
to the ground truth. Blum and Stangl7 
explore this perspective, finding that 
under certain assumptions about bi-
ased data generation, constraints such 
as S.1 and S.2, which are intended to 
promote fairness, can in fact increase 
a decision-maker’s accuracy. Thus, fair-
ness need not conflict with accurate de-
cision making; accounting for existing 
biases in the world can advance both 
fairness and accuracy.

Navigating Trade-offs
Despite ongoing interest in designing 
algorithms to produce fairer decisions, 
no amount of technical innovation can 
circumvent the fundamental issue: We 
cannot design decision-making sys-
tems that satisfy all the properties we 
want them to. As long as inequities per-
sist in society, decision-making systems 
(algorithmic or otherwise) will continue 
to reflect them. But a simple acknowl-
edgement of inequity yields little infor-
mation about how we should make de-
cisions going forward. Should we accept 
the status quo and the error-rate dispar-
ities that come with it? Do we strive to 
implement changes, in our algorithms 
or more broadly, that seek to break the 
cycle of inequality? Perhaps predictably, 
scholars have articulated a wide range 
of views on these questions. As Naray-
anan31 points out, this is in part because 
different measures of fairness reflect 
the perspectives of different stakehold-
ers: A decision maker who is primarily 

Despite ongoing 
interest in designing 
algorithms to 
produce fairer 
decisions, no 
amount of technical 
innovation can 
circumvent the 
fundamental issue: 
We cannot design 
decision-making 
systems that satisfy 
all the properties 
we want them to.
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ing to formalize debates between differ-
ent measures.

Reducing outcome disparities. While 
calibration seeks to ensure decisions ac-
curately reflect past outcomes, it makes 
no attempt to account for the potential 
impacts that these decisions may have 
in the future. To the extent that data 
encodes past bias or discrimination, 
a calibrated predictor will perpetuate 
these biases in decisions going forward. 
In this view, calibration on its own does 
not lead to fair decision making; the 
evaluation of a predictive system must 
be sensitive to its downstream conse-
quences.

Chouldechova10 makes this concrete 
by modeling the consequences of a fail-
ure to enforce S.1 under the simple as-
sumption that being labeled high risk 
is more costly to an individual than be-
ing labeled low risk. She demonstrates 
that disparities in error rates translate 
to higher costs borne by individuals in 
the disadvantaged group—in the case 
of COMPAS, Black defendants.10 Srebro 
makes a similar point, saying dispari-
ties in error rates imply that the disad-
vantaged group is “paying the price for 
the uncertainty” of the algorithm.2

Beyond downstream impacts on in-
dividuals, constraining error-rate dis-
parities creates positive incentives for 
decision makers. As Hardt et al.21 write, 
preventing error-rate disparities “helps 
to incentivize the collection of better 
features, that depend more directly on 
the target rather than the protected at-
tribute, and of data that allows better 
prediction for all protected classes.” 
Constraining error-rate disparities thus 
not only shifts costs away from disad-
vantaged groups in the short term, but 
also creates an environment in which 
predictions are less likely to exhibit ra-
cial disparities in the future.

Hellman24 also makes the case for re-
ducing error-rate disparities from both 
normative and legal perspectives. She 
argues that calibration is fundamental-
ly concerned with beliefs, not actions. 
By definition, a calibrated prediction is 
one that accurately forecasts the prob-
ability of an event occurring. In other 
words, we can use a calibrated predic-
tion to form an accurate belief about the 
world, but such a belief does not directly 
translate to an action. According to Hell-
man, this makes calibration “ill-suited 
as a measure of fairness,”24 since fair-

tions, for which calibration is usually 
necessary (but not sufficient).

Advocating for calibration in algo-
rithms is not necessarily in tension with 
interventions designed to promote eq-
uity. Some researchers advocate for the 
separation of algorithm development 
from actual decision making, arguing 
that algorithms should be made as ac-
curate as possible, and decision-makers’ 
preferences for equity should determine 
how algorithmic outputs are used.35 
While impossibility theorems would 
still apply to the overall decision pro-
cess, according to this perspective, algo-
rithm development is the wrong place 
to debate or express preferences for fair-
ness. Instead, if a decision maker seeks 
to promote equity in decision making, 
they should explicitly do so through how 
they use algorithmic predictions, as op-
posed to through how they construct 
predictions.

Grounding in philosophical prin-
ciples. Philosophers have also tried to 
provide normative reasons to prefer 
one conception of fairness or another. 
Loi and Heitz27 develop a moral argu-
ment according to a particular defini-
tion of fairness, arguing that whether 
fairness requires calibration depends 
on whether one group is made worse off 
than another as a result. Long takes a 
stronger position in favor of calibration 
from the perspective of procedural fair-
ness, arguing that while procedural fair-
ness requires calibration, disparities in 
error rates are irrelevant from this per-
spective.28 Similarly, Hedden23 makes 
the case that measures of fairness based 
on error-rate disparities are morally 
irrelevant, and calibration is the only 
measure that has a bearing on fairness. 
He argues that measures of error-rate 
disparities, including S.1 and S.2, can 
be violated by an algorithm that makes 
optimal predictions given the available 
information and is not influenced by 
group membership, even when two pop-
ulations have equal base rates.23 By his 
definition, such an algorithm is not un-
fair, meaning that equalizing error rates 
cannot be a necessary condition for fair-
ness. Importantly, each of these argu-
ments begins with normative principles 
and derives conclusions from them. 
While these initial principles are still 
subject to debate, they provide concrete 
beliefs under which some measures of 
fairness are preferable to others, help-

Beyond 
downstream 
impacts on 
individuals, 
constraining error-
rate disparities 
creates positive 
incentives for 
decision makers.
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ment in Philadelphia’s bail system, 
writing, “[n]o technical methodology 
can overcome the fact that different 
racial fairness metrics are currently 
irreconcilable.”37 In this way, impossi-
bility results can serve as a means for 
“rebuttal”: Establishing limits on what 
can be achieved through prediction 
“can expose the limitations of an entire 
category of approaches”1 and provide 
pressure to adopt other frameworks for 
decision making.

And yet, actuarial assessments are 
commonplace in a wide range of con-
texts, including criminal justice. Rec-
ognizing this, scholars have begun to 
articulate ways to use these predictions 
in ways that make violations of fairness 
measures less salient. The goal of these 
efforts is not to somehow circumvent 
impossibility theorems, but to re-frame 
the types of decisions being made, cast-
ing the inevitable disparities that arise 
from prediction as an obligation to 
provide support and resources to those 
deemed “high risk.” In effect, these ef-
forts focus less on the predictions them-
selves and more on what we choose to do 
with them.

In the criminal justice system, par-
ticularly when predicting arrest, data 
from the past is riddled with discrimi-
natory practices, some of which have 
since been declared unconstitutional.30 
Thus, Mayson argues, the act of predic-
tion introduces distortions in decision-
making processes.30 Impossibility 
theorems imply that these distortions 
cannot be fixed by algorithmic means 
alone, and as a result, Mayson30 con-
tends that we should rethink how we in-
terpret predictions of risk. In particular, 
she argues against conflating risk with 
blame; we should view a judgement of 
high risk as an indicator that an individ-
ual needs additional support as well as 
a tool to target the structural conditions 
that lead to high risk.30

Thus, predictions need not be used 
to make decisions about reward and 
punishment; instead, they can serve 
to inform and target interventions 
toward those in need. Barabas et al.4 
develop this position from a causal in-
ference perspective. Instead of simply 
predicting outcomes, they argue that 
causal inference tools can help us un-
derstand why certain individuals or 
groups appear to be high risk and, as a 
consequence, what sort of interventions 

trying to tweak our algorithms to man-
age trade-offs within these contexts, 
we might instead change the contexts 
themselves to allow for decision mak-
ing that is more just. By reconsidering 
the broader contexts in which decisions 
are made, we may be able to make de-
cisions more fairly while sidestepping 
formal impossibility results. Here, we 
survey two directions in this spirit, with 
the understanding that depending on 
the specific domain and constraints 
in question, there is far more room for 
creative solutions than we can cover in 
this article. In particular, we consider 
proposals to re-frame how predictions 
are used and push beyond fairness for 
substantive reform.

Rethinking prediction. Machine 
learning is designed for predictive 
tasks. Given labeled data, we have in-
creasingly sophisticated tools to predict 
labels on new instances. But the fact 
that we can predict does not necessar-
ily mean that we should predict. Why 
should a judge’s decision to incarcerate 
a defendant be based on a prediction 
of their future behavior? Why should 
a hiring decision depend on a predic-
tion of an applicant’s productivity? 
Not every problem must become a nail 
just because we are holding a hammer; 
some problems may not be amenable to 
prediction. And even when predictions 
may be useful, they need not be used to 
directly influence decisions.

The case for rethinking the role of 
prediction is not a new one. Scholars 
from a variety of disciplines have argued 
that in certain contexts, prediction 
should not be used at all. For example, 
Harcourt20 advocates against prediction 
in policing and the criminal justice sys-
tem, arguing that punishment should 
depend on what a person has done, not 
on what they are likely to do. In this 
view, predictions about the future are 
irrelevant; past behavior should be the 
only determinant of punitive actions, 
and only to the extent that it merits pun-
ishment. Even though predictions are 
derived from past behavior, they do not 
reflect normative judgements on the 
merits of that behavior, making them 
inadmissible from this perspective.

Richardson et al.37 advance this view 
in an amicus brief to the Pennsylvania 
Supreme Court, in part drawing on 
impossibility theorems. They advocate 
against the use of actuarial risk assess-

ness should be concerned with actions, 
not beliefs. Instead, she advocates for a 
particular measure of outcome dispari-
ties—specifically, the ratio of false posi-
tives to false negatives—as a significant 
measure, since it conveys how a deci-
sion maker balances different types of 
costs. If this ratio differs across demo-
graphic groups, this suggests the deci-
sion-maker’s priorities are not the same 
for these groups, a potential indicator of 
unfair decision-making.

Soliciting stakeholder views. Given 
this apparent disagreement about 
which metrics matter and when, some 
scholars have proposed methods to so-
licit stakeholder opinions on what to pri-
oritize when these metrics conflict with 
one another. For example, Srivastava et 
al.39 design experiments to elicit non-
expert opinions on what constitutes fair 
decision making. Yu et al.40 develop tools 
to help algorithm designers explore the 
different possible trade-offs between 
measures of fairness, showing that they 
can help users better express their own 
values. Studies such as these seek to un-
derstand whether the measures of fair-
ness in question are truly important to 
stakeholders, and if so, how they think 
about the ensuing trade-offs.

There is no consistent agreement 
that one of these measures must be 
prioritized over the others; moreover, 
context matters. A measure that seems 
relevant in one context may not express 
a meaningful societal value in another. 
And while debates over the meaning of 
different ways to measure disparities 
can be instructive, some scholars argue 
that a focus on measuring the proper-
ties of algorithms detracts from impor-
tant broader conversations about the so-
cial systems in which these algorithms 
are deployed. We turn to this class of 
perspectives next.

Reconsidering Broader Contexts
Given the generality of the impossibil-
ity theorems presented here, it may be 
tempting to view them as fundamen-
tally unavoidable. Indeed, given that a 
decision maker is committed to mak-
ing predictions about risk, any deci-
sion process, algorithmic or otherwise, 
will be subject to them. But why must 
we accept this framing, that decisions 
must be based on forecasted risk? If 
impossibility results are binding within 
certain predictive contexts, instead of 
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might alter them “can be a difficult and 
politically contested task.” Disagree-
ments about what constitutes a just de-
cision-making process must be resolved 
somewhere, and the frameworks pro-
vided by Green18 and Davis et al.13 seek to 
make them explicit. When decisions are 
made by the government, as in the crim-
inal justice context discussed through-
out this article, this sort of political de-
bate can occur through a democratic 
process. In the private sector, however, 
it is somewhat less clear how we should 
expect a for-profit company to assess 
and remedy structural inequities.

From an operational perspective, 
companies may not have the expertise 
to conduct the kind of in-depth social 
analysis needed to understand how 
their actions might reduce or exacer-
bate social hierarchies. This may re-
quire “new practices and training for 
computer scientists,”18 or perhaps em-
ployees from more diverse disciplinary 
backgrounds. And while this may be 
desirable, a corporation may not be in-
centivized to make these investments 
compared to a public institution with a 
direct obligation to social welfare.

Discussion
Fairness is contested. As a society, we 
do not agree on what it means. But we 
might have once hoped that we could at 
least operationalize the bare minimum 
that we do agree on. This turns out not 
to be true. There are intuitive, reason-
able conditions on which we broadly 
agree but cannot achieve under realistic 
conditions.10,25 In this article, we have 
summarized the theorems that formal-
ly establish these impossibility results 
and surveyed their extensions and im-
plications.

One line of work has extended these 
results to prove further impossibil-
ity theorems for fair decision making 
in a variety of contexts, including clas-
sification, representation learning, and 
resource allocation. Others have con-
structed technical relaxations in which 
weaker or more restricted versions of 
the conditions discussed in this article 
can be achieved.

In parallel, impossibility theorems 
for fair decision making have sparked 
debate over which measures of fair-
ness are truly desirable and what so-
ciety should prioritize. No consensus 
has emerged from these debates; dif-

to actively consider structural inequi-
ties and attempt to undo them in future 
decisions. Like Green, Davis et al.13 view 
debates over calibration, error-rate dis-
parities, and other fairness measures as 
beside the point. The framing of “fair-
ness” fails to capture this broader com-
mitment to highlighting injustices and 
working to remediate them.

Concretely, Davis et al.13 give the ex-
ample of an algorithm used to make 
hiring decisions in the tech sector, 
drawing inspiration from a widely cir-
culated story about a hiring tool devel-
oped by Amazon that learned to penal-
ize women applicants (through proxies 
like women’s clubs or colleges) from 
past data in which men were predomi-
nantly selected.12 An approach based on 
the measures of fairness considered in 
this paper would focus on whether these 
predictions were well calibrated and on 
the error rates they produced. In con-
trast, the “reparative” approach would 
explicitly give higher scores to “women, 
trans, and non-binary applicants”13 in 
recognition of the social conditions that 
have led these groups to be underrep-
resented in existing data to begin with. 
And while this is motivated in part by 
the desire to redress past injustice, it has 
a forward-looking component as well: A 
“reparative system would literally value 
the contributions underrepresented ap-
plicants bring to the company”13 by rec-
ognizing their contribution to a more 
just workplace.

In a sense, we can interpret this as a 
call to reconsider the objective of algo-
rithmic decision making. Algorithms 
are often designed to predict specific, 
measurable quantities (for example, 
whether an applicant would be hired) 
simply because those are the measures 
on which we have data. But in prac-
tice, a decision maker can have other 
objectives, such as hiring from the lo-
cal community, fostering inclusivity, 
and redressing past discrimination. 
Standard measures of fairness lack 
the nuance to express these objectives, 
but attentiveness to underlying social 
structures can lead to algorithmic in-
terventions that explicitly seek to fur-
ther them.

Still, there are political and opera-
tional limits to implementing these 
frameworks in practice. As Green18 
points out, answering questions about 
social hierarchies and reforms that 

might help mitigate those risks with-
out imposing punitive outcomes.4 Of 
course, these data-driven predictions or 
inferences will still be subject to impos-
sibility theorems like Theorem 2.1: Any 
predictions of need for support will ei-
ther suffer from miscalibration or error-
rate disparities when base rates differ. 
However, we may find violations of these 
conditions less normatively problem-
atic when they apply to interventions 
designed to help, rather than punish, 
decision subjects.

Substantive reform. Expanding the 
scope of decision-support algorithms 
beyond prediction may help to dull, 
if not completely remove, the impact 
of impossibility theorems. However, 
some scholars argue that this does 
not go far enough. According to this 
view, real justice requires a broader 
reckoning with the environments in 
which decisions are made as well as 
the scope of changes we are willing to 
consider. Green18 contends that the fo-
cus on individual decisions is already 
too narrow; “substantive algorithmic 
fairness,” as he terms it, requires us to 
acknowledge existing injustices and 
affirmatively seek to remedy them. 
Green’s perspective is that the focus on 
the impossibility of fair decision mak-
ing is misguided, and substantive algo-
rithmic fairness enables us to “escape 
from the impossibility of fairness.”18

To do so, Green18 puts forward an 
approach that centers on substantive 
inequalities, as opposed to algorithms. 
In this approach, we must diagnose the 
relevant inequalities and identify what 
reforms might remedy these inequali-
ties before we determine how (if at all) 
algorithms can play a positive role.18 
Measures of fairness are thus only use-
ful insofar as they serve the broader 
goal of addressing systemic inequal-
ity. And if fairness measures are not 
inherently meaningful, impossibility 
theorems between them do not prevent 
us from pursuing substantive reform. 
Davis et al.13 take a related view in advo-
cating for what they term “algorithmic 
reparation,” a framework which seeks 
to explicitly recognize and redress 
structural inequities through algorith-
mic decision making. They contend 
that algorithmic systems that learn 
from structurally biased data will repli-
cate these biases; beginning to remedy 
them requires an algorithm designer 
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ferent philosophical and legal tra-
ditions reach different conclusions 
about what constitutes unfairness and 
how to measure it.

For some, the tension observed in 
impossibility results is an artifact of 
the framing of making fair predic-
tions, and escaping from impossibility 
theorems requires that we change the 
broader contexts in which algorithms 
are deployed. We might eschew pre-
dictions of risk and instead focus on 
interventions designed to support 
those in need, re-framing the predic-
tive question of “What will this person 
do?” as “Why is this person predicted 
to be high risk, and what support will 
reduce or eliminate that risk?” It can 
also mean explicitly seeking to redress 
structural inequities in decision mak-
ing, such that an algorithm can be nor-
matively evaluated not on some rigid 
measure of fairness but instead by the 
extent to which it supports the goal of 
reducing inequality.

From these lines of work, a few 
themes have emerged. First, there is 
an interpretation of these results remi-
niscent of “no-free-lunch” theorems in 
machine learning. In an unequal world, 
algorithmic tools cannot simply make 
that inequality disappear. A decision 
maker who wants to enforce some idea 
of fairness must take an affirmative 
stand on what that entails. They cannot 
hope to remain agnostic by constrain-
ing a system to be fair by all possible 
measures, since it is impossible to do so.

Second, it has become clear that 
context matters significantly. Our 
normative ideas about fairness differ, 
from criminal justice to medical deci-
sion making to employment, and these 
differences shape how we think about 
fairness trade-offs. A one-size-fits-all 
approach to fairness cannot succeed. 
Attempts to make decision making 
fairer must attend to the social, legal, 
and practical constraints of a given set-
ting. Finally, debates over fairness raise 
questions about the scope of interven-
tions that we are willing to consider. A 
focus on algorithms and their proper-
ties may detract from efforts toward 
broader reform. Instead of assuming 
the contexts in which data-driven deci-
sion making is deployed are fixed, we 
might instead use formal impossibility 
results to push for more fundamental 
change in the types of decisions that 

are made. This raises deep normative 
and political questions about what sort 
of change is feasible and who should 
make those decisions.

Ultimately, normative judgements 
about what constitutes fair decision 
making cannot be automated or del-
egated to algorithms. Impossibility 
theorems, such as the ones surveyed 
in this article, help us to formalize this 
idea: Disagreements about fairness do 
not simply disappear when algorithms 
are involved. And while measures of 
fairness can provide some insight as 
to how decisions are made, they can-
not on their own tell us how decisions 
should be made. 
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